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Designing High-Quality Research
in Special Education: 
Group Experimental Design

Russell Gersten and Scott Baker, University of Oregon, Eugene Research Institute
John Wills Lloyd, University of Virginia

Address: Russell Gersten, Eugene Research Institute, 132 E. Broadway, Ste. 747, Eugene, OR 97401

This article discusses critical issues related to conducting high-quality intervention research using ex-
perimental and quasi-experimental group designs. As researchers have learned more about teaching
and learning, intervention studies have become more complex. The research community is struggling
with ways to sensibly negotiate a balance between rigorous research designs that satisfy traditional
laboratory standards of quality and interventions that are complex and flexible enough for conducting
research in the real world of classrooms and schools. Rather than organizing the discussion around a
list of resolute research standards, we weigh the pros and cons of making the many difficult choices
involved in conducting intervention research. Our goal is to convey the sense that good designs must
involve a series of balances and compromises that defy easily categorized solutions. Among the con-
troversial areas discussed are the importance of defining the nature of the independent variable, the
value of measuring implementation, and the improvement of the quality of quasi-experiments.

In an era when the public cries out for more information about
research-based practices (Billups, 1997; Gersten & McIner-

ney, 1997; Komblet, 1997), it is indeed ironic that the number
of intervention research studies investigating the effective-
ness of special education instructional approaches is at one of
its lowest levels in 30 years. Scruggs and Mastropieri (1994)
have provided insights into why this shortage exists:

When considering intervention research with stu-
dents with learning disabilities, one is initially struck
by the paucity of such research relative to other
types of research in learning disabilities. Why does
this relative scarcity of intervention research exist?
Fomess and Kavale (1987) argue that early special
education research was conducted by psychologists
who were more comfortable evaluating psycholog-
ical characteristics of exceptional populations than
evaluating the effectiveness of classroom interven-
tions. As a result, &dquo;special education interventions
did not evolve as completely as they should&dquo; (For-
ness & Kavale, 1987, p. 7). It is also possible that
fewer intervention research studies are conducted
because such studies are simply more difficult to
design and execute and more costly in terms of nec-
essary resources. (pp. 130-131)

In other words, much of the research on special educa-
tion populations has focused heavily on describing psycho-
logical attributes and levels of educational achievement and
has tended to avoid research on the effects of interventions.

Scruggs and Mastropieri (1994) suggested that this evolution
is due, in part, to the difficulties inherent in designing school-
based intervention studies. This is particularly true when the
goal is to use group design methods for evaluating the impact
of instructional interventions.

Studies using group designs remain the primary means
for assessing whether educational interventions have benefi-
cial effects on students. Although qualitative studies can pro-
vide valuable insights into the process of change and enhance
understanding of facets of teaching and learning, experimen-
tal group designs remain the most powerful method available
for assessing intervention effectiveness (Cook & Campbell,
1979; Gall, Borg, & Gall, 1996; Krathwohl, 1993; Slavin, 1999;
Vockell & Asher, 1995).

As concern about the effectiveness of special education
increases, so too does the field’s need for valid and reliable
evidence about best practice. For the past 5 years, a work-
ing group composed of more than 20 special education
researchers assembled by the Office of Special Education
Programs (OSEP) has met to address this issue. The group’s
discussions have produced stimulating dialogue, occasional
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heated debate, and successively clearer conceptualizations of
major issues and roadblocks to the conduct of compelling
field research involving students with disabilities. Some par-
ticipants have argued that the trend over the past 20 years has
been toward increasing the external validity of findings by
conducting more research in real classrooms or community
settings. Unfortunately, this trend has served to compromise
the technical standards of group research, which is trouble-
some at a time when producing credible, valid evidence re-
garding the impact of educational interventions is particularly
important.

What can be done to generate more compelling evidence
about effective educational practices for students with dis-
abilities ? Maintaining a focus on conducting intervention re-
search in real school settings is imperative, and we believe
that one of the best ways to support this objective is to de-
velop a consensus on how to design more rigorous and high-
quality applied research studies. That is a major goal of this
article.

The initial purpose of the OSEP meetings was to develop
standards for improving the quality of group intervention re-
search. Editors of journals and authors of contemporary es-
says about intervention research (e.g., Carnine, 1995; Gersten
et al., 1998; Graham & Harris, 1994) reinforced our concern
about the dwindling number of intervention studies.

The focus was placed squarely on group intervention re-
search, not only because of its methodological preeminence
for comparing different instructional approaches and tech-
niques, but also because there was widespread concern among
our group’s members that the number and quality of group in-
tervention designs needed to be increased and improved.

The design of a good study always incorporates balances
and compromises. One reality of conducting experimental re-
search in special education is that, in general, the shorter the
length of the study, the more precision there is in attributing
changes in student performance (i.e., the dependent variable)
to the instructional intervention (i.e., the independent vari-
able). However, a critical empirical question must always be
whether the effects of the intervention will persist over time-
that is, do the effects last beyond a very brief period of time,
or beyond the duration of the study?

As we have learned more about the effectiveness and

nuances of specific instructional approaches and strived to de-
termine their effectiveness in real classroom settings, inter-
vention studies have naturally become more complex and
longer. Consequently, it has become more challenging to con-
duct tightly controlled experimental research. More research
also is being conducted by teacher-researchers in an effort
to increase the ecological validity of findings (e.g., Chamot,
Keatley, & Mazur, 1999; Englert, Raphael, Anderson, An-
thony, & Stevens, 1991; Englert & Tarrant, 1995; Wong, But-
ler, Ficzere, & Kuperis, 1997). These participating teachers
are frequently given discretion in how to implement the prin-
ciples of teaching and learning that underlie the study. This
type of collaborative research challenges traditional concepts

of replication as well as the conventions for reporting proce-
dures that evolved from experimental psychology.

We want to encourage applied research in school and
community learning contexts, using research designs that
address the realities of school practice. Some traditional stan-
dards promulgated in textbooks must be adjusted if meaning-
ful intervention research is to be conducted in these settings.
Judging how and when to modify standards developed from
laboratory psychology studies without compromising the
integrity of designs is critical. Making such issues explicit and
illuminating principles that help create more valid research in
school and community settings is a major goal of this article.

In more formal (if somewhat antiquated) terms, the un-
avoidable trade-off between internal and external validity
must be actively addressed. It is equally important, however,
to understand common, predictable pitfalls in design and ex-
ecution (e.g., failing to adequately assess the intervention
implemented against the intervention desired-a discrepancy
that can be so severe that the assertions made by the re-
searchers are not credible; Cooper & Hedges, 1994; Gersten
& Baker, in press; National Center to Improve the Tools of
Educators, 1998; Swanson & Hoskyn, 1998).

The reality is that an increasing number of quasi-
experimental designs are being employed that use intact class-
rooms and sometimes intact schools (Hunt & Goetz, 1997;
Slavin & Madden, 1995) as the means of assigning partici-
pants to conditions. These studies are developed in response
to real-world concerns about the education of students with

disabilities. Thus, in this article, we address issues related to
both experimental and quasi-experimental designs.

Essentially, the purpose of this article is to discuss crit-
ical issues related to conducting high-quality intervention re-
search using experimental and quasi-experimental designs
that compare outcomes for different groups of students. We

hope to inform new researchers of these issues and share the
craft knowledge provided by the participants in the OSEP
group. We articulate how we, as a research community, sen-
sibly negotiate a balance between design components that
satisfy laboratory standards and those that reflect the com-
plexities of real-life classroom teaching. Above all, interven-
tion research must provide reliable and clear answers to
meaningful questions.

Overview

We want to encourage more research on the effects of inter-
ventions for groups of students using well-designed methods.
Group designs have been attacked both by advocates of single-
subject research (in the 1970s and early 1980s) and by advo-
cates of qualitative research (in the past decade). The wave of
critiques of group experimental designs for studying research
on teaching, no matter how well intentioned and thoughtful
(e.g., Ball, 1995; Kennedy, 1997; Richardson, 1994), has taken
a toll on what remains our most powerful tool for under-
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standing the effectiveness and impact of instructional inter-
ventions and for influencing educational policy for students
with disabilities.

Designing high-quality experimental comparisons re-
quires sophisticated attention to research methodologies.
Rather than presenting an exhaustive treatise on every facet
of research design, we offer recommendations about several
key aspects and discuss common and thorny issues that per-
sistently recur. Our goal is not to reiterate the principles of ex-
perimental research design as found in standard texts. Instead,
we hope to ground key principles in the realities of current
classroom practice, using the expertise and experiences of the
active instructional researchers who engaged in the discussion
groups over a 5-year period.

Of course, the members of the OSEP group acknowl-

edged the virtual impossibility of meeting all the criteria for
group research discussed in standard textbooks. However, we
believe that it is possible to design studies in applied settings
that are sufficiently flexible while maintaining the rigor to pro-
vide valid information on the extent to which theories about

teaching and learning and social and cognitive growth lead to
instruction that enhances student learning.

We address several controversial areas within group
design, including topics on which group members provided
interesting insights and perspectives but failed to reach con-
sensus. It seemed important to present the diverse views on
these dilemmas, provide rationales, and explain some of the
alternative solutions that members of the group proposed.
Among the controversial issues discussed are defining the
nature of the independent variable, assessing intervention
implementation, selectively using an alternative to formal ex-
perimental research, assigning students to treatment conditions,
using quasi-experiments, selecting dependent measures, and
conducting replication studies. These concepts serve as major
organizers for this article.

Operationalizing
the Independent Variable

Precise descriptions of independent variables are crucial to
furthering our knowledge base. Most texts treat the operation-
alization of instructional methods as a fairly routine activity,
as a way of merely checking for fidelity (i.e., checking whether
teachers are implementing the approach in the fashion that the
researchers specified). However, the task is far more intricate
than one might think (Kennedy, 1997; Kline, Deshler, & Schu-

maker, 1992). Researchers often have a very good conceptual
sense of what they would like to see during instruction, but
describe only half-formed images of the types of specific ac-
tions and behaviors that constitute implementation on a day-
by-day, minute-to-minute basis (Kennedy, 1991).

The difficulty of operationalizing an instructional ap-
proach is exacerbated by efforts to design interventions that
work in the real world. For example, teachers are increasingly

included in creating and operationalizing the instructional ap-
proaches being investigated in studies (Chamot et al., 1999;
D. Fuchs & Fuchs, 1998; Klingner, Vaughn, & Schumm,1998).
This practice necessarily tends to result in more flexible spec-
ifications of instructional components than if university re-
searchers were to develop the details of instruction on their
own. Also, to increase the prospect that instructional inter-
ventions will be applicable to the realities of classroom prac-
tice, high degrees of teacher autonomy in making decisions
about how to deliver interventions are becoming increasingly
common (Gersten, Vaughn, Deshler, & Schiller, 1997; Malouf
& Schiller, 1995; Scanlon, Schumaker, & Deshler, 1994).

It is important to recognize that instructional labels may
vary significantly from study to study and that, within a study,
the intended intervention may only marginally resemble what
is actually implemented. In other words, the names assigned
to instructional interventions can be quite misleading (Swan-
son & Hoskyn, 1998). Across studies, for example, classwide
peer tutoring may be implemented to address aspects of read-
ing fluency in one study and comprehension in another. Sim-
ilarly, in some versions of peer tutoring, the students are
provided with specific guidelines for helping out their part-
ners when they experience difficulties; in others, students are
left to their own devices for providing assistance. This vari-
ation of components occurs in virtually all areas of instruc-
tional research, be it cognitive strategy instruction in writing
(Graham & Harris, 1989), direct instruction research in math-
ematics (Carnine, Jones, & Dixon, 1994; Swanson & Hoskyn,
1998), or situated cognition (Bottge & Hasselbring, 1993).

Only by carefully analyzing a study and what transpired
during its lessons is it possible to understand which elements
led to specific outcomes. Of course, in reality, each study can
only imperfectly describe or allude to the myriad of details
that constitute the precise nature of the independent variable.

Yet, through a combination of programmatic research,
independent replications, and component analysis, which is at
the heart of high-quality research syntheses and meta-analyses
(e.g., Rosenshine & Meister, 1994; Swanson & Hoskyn, 1998),
we can begin to discern patterns of practices that lead to im-
proved outcomes for students.

Precision in operationalizing the independent variable
becomes increasingly important as replication studies become
more refined and synthesis procedures such as meta-analysis
become more common. In fact, the purpose of research syn-
theses is to &dquo;discover the consistencies and account for the

variability in similar-appearing studies&dquo; (Cooper & Hedges,
1994, p. 4). When analyzing similarities and differences

among independent variables (i.e., instructional interven-

tions) across multiple studies, or when trying to determine the
effect that subtle changes in instruction might have on learn-
ing outcomes, precise descriptions of instruction are critical.

Swanson and Hoskyn (1998) in their meta-analysis of
the impact of various instructional approaches on students
with learning disabilities illustrated the importance of pre-
cise descriptions of instruction. They concluded that two
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approaches-direct instruction and strategy instruction-

were almost equally effective in enhancing learning. Both
approaches had consistent, moderately strong effects, with vir-
tually identical effect sizes (.68 for direct instruction and .72
for strategy instruction). However, Swanson and Hoskyn’s
most meaningful insight was their observation that there was
significant overlap in the way the two constructs were oper-
ationalized. They concluded that classifying types of teaching
with terms such as direct instruction and strategy instruction
was problematic-more fine-grained terminology and de-
scriptions needed to be used.

Regardless of the approach, be it direct instruction (Lo-
sardo & Bricker, 1994), anchored instruction (Kline et al.,
1992), or strategy instruction (Sawyer, Graham, & Harris, 1992),
the details of the independent variable directly influence
which research questions can be answered. Thus, it is critical to
know how the instructional intervention is actually delivered.
We will have more to say about implementation issues later.

The Gap Between Conceptualization
and Execution

Slippage between the conceptualization of a study and its ex-
ecution is one of the most common problems in applied re-
search, and unfortunately this problem is sometimes so severe
that the outcomes are uninterpretable. Of course, an impor-
tant part of any good intervention study is the serious consid-
eration of rival explanations in accounting for outcomes.
Conducting applied research does not absolve researchers of
their responsibility to control for confounding variables (e.g.,
minutes of instruction in treatment and comparison groups, or
overall teaching effectiveness of teachers assigned to experi-
mental and comparison groups) and to investigate the way
variables are operationalized during the study (e.g., degree of
support provided students to identify and explicate a theme in
a story; J. P. Williams, Brown, Silverstein, & deCani, 1994).

Researchers should provide detailed descriptions of in-
terventions, providing enough information for their replica-
tion. Any in-depth examination of implementation by the use
of audiotapes or sophisticated observational systems such as
the Code for Instructional Structure and Student Academic

Response (CISSAR; Greenwood & Delquadri, 1988) or The
Instructional Environment Scale (TIES; Ysseldyke & Chris-

tenson, 1987) also greatly enhances the quality of a study.
Providing actual transcripts of lesson segments and instruc-
tional interactions also provides rich insights into the true
nature of the intervention (e.g., Echevarria, 1995; D. Fuchs,
Fuchs, Mathes, & Simmons, 1997).

A group intervention study by Lovett et al. (1994), com-
paring direct instruction and strategy instruction with middle
school students with reading disabilities, is a good example
of providing a precise specification of the independent vari-
able. Both instructional methods included intensive word

identification instruction and procedures for identifying un-
known words. The two conditions were clearly differentiated

on a number of salient dimensions, including conceptual un-
derpinnings, teaching strategies employed, instructional ma-
terials, and what students were required to do. This was a
complex study, yet it also contained clear classroom applica-
bility. It has furthered our knowledge base on effective read-
ing instruction for students with learning disabilities precisely
because theories and their instructional components were de-
fined in a fashion that could be used for replication or easily
coded in a research synthesis such as meta-analysis.

Measuring the Independent Variable
Assessing the implementation of educational interventions
and approaches has a fascinating history and is one of the most
interesting and complex issues in applied educational research.
In the 1970s and 1980s, an era of many large-scale evalua-
tions, the importance of assessing the extent to which an ed-
ucational intervention or approach was actually implemented
was stressed in texts and articles. Charters and Jones (1974),
for example, chastised the field for evaluation of &dquo;non-events&dquo;
(i.e., evaluation of programs that, for one reason or another,
were not actually implemented). This criticism led to a rash of
studies of how various innovative instructional approaches
were actually implemented in classrooms (e.g., Good & Grouws,
1977; Leinhardt, 1977; Stallings, 1975). These concerns also
spawned the development of sophisticated systems for assess-
ing and understanding implementation, such as the Concerns-
Based Adoption Model developed by Hall and Loucks (1977).

To indicate the importance of implementation in large-
scale intervention research, we refer to a study by Hasselbring
et al. (1988) on assessing the impact of a laser disc instruc-
tional program in mathematics. These researchers found that,
although the program was intended for daily use, many teach-
ers used it only once each week. In other words, the researchers
were essentially evaluating a nonevent. In contrast, a study of
laser disc use by Woodward and Gersten (1992), in which care-
ful monitoring of implementation occurred, revealed daily use
of the program by all teachers. Clearly, these results from two
studies of a similar intervention must be interpreted cautiously
in light of marked differences in implementation. Interpreting
the differences in the two studies in the context of their inde-

pendent variables would reveal that the studies were nomi-
nally similar but functionally very different.

There are many stumbling blocks to valid assessment of
implementation. Several factors have curtailed the major ad-
vances in implementation measurement that were made in
the 1970s and 1980s. The first was a drastic reduction in the
number of large-scale evaluations. Second, implementation
research-specially implementation research that requires
direct observation of classroom interactions-is expensive. In
fact, our experience suggests that the assessment of imple-
mentation can be as costly as the administration of pre- and
postintervention measures. In the next sections, we provide a
brief overview of the issues and current thinking on the topic
of measuring the fidelity of implementation and assessing the
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extent to which a comparison group may also be implement-
ing critical components of the intervention.

Implementation Fidelity
It is essential that researchers gather and report core imple-
mentation fidelity information, such as the level of training
provided to participants, the length of lessons, whether criti-
cal aspects of teaching were in fact implemented in each room,
the amount of time each day dedicated to the intervention, and
so forth (see e.g., Kelly, Gersten, & Camine, 1990). Unfor-
tunately, reporting even minimal assessments of implemen-
tation is rare (Gresham, Gansle, Noell, Cohen, & Rosenblum

1993; Peterson, Homer, & Wonderlich, 1982; Troia, 1999).
For example, a review by Gresham et al. (1993) of 181 ex-
perimental studies published between 1980 and 1990 revealed
that only 14.4% systematically measured and reported treat-
ment integrity data. In reviewing experimental studies in-

volving phonemic awareness interventions, Troia found that
only 5 of 39 studies (13%) reported treatment fidelity data. It
was interesting that 3 of these 5 studies were by the special
education research team of O’Connor, Jenkins, Slocum, and
their colleagues (i.e., O’Connor, Jenkins, Leicester, & Slocum,
1993; O’Connor, Jenkins, & Slocum, 1995; Slocum, O’Con-
nor, & Jenkins, 1993).

In other words, the data suggest that even minimal mea-
sures of implementation are not a common part of researchers’
methodological procedures for group intervention research.
Consequently, it can be argued that any type of consistent im-
plementation assessment would be an improvement over the
current state of affairs. However, it is important to note the
value of different types of implementation assessment proce-
dures. If assessing implementation is an afterthought done
with only marginal rigor, the knowledge base on implemen-
tation will not be advanced to any notable degree. With min-
imal fidelity checklists, an impartial observer may record the
occurrence of the most central aspects of the intervention and
determine if the experimental and comparison groups receive
different instruction. Do students work in small groups and

give each other feedback on their written essays? Does the
teacher use the new history textbook during teacher-led his-
tory instruction?

More sophisticated rating forms are capable of advanc-
ing the knowledge base on implementation. In other words,
they can help us understand the degree to which more subtle
aspects of an intervention are implemented and the types of
modifications that occur. They can be used to record the oc-
currence of certain types of instructional techniques, to note
whether students are provided with models of proficient read-
ing during their work with peers, and to record if students have
the opportunity to verbally present the story map they have
been working on.

For example, a rating form used for a type of classwide
peer tutoring called peer assisted learning strategies (D. Fuchs

et al., 1997) required an evaluator to observe a lesson and note
not only whether the teacher followed all prescribed steps in
the process but also whether students read in pairs, were
awarded points, and used some kind of error correction strat-
egy. Implementation rating forms for SRA Reading Mastery
(Gersten, Camine, Zoref, & Cronin, 1986) also examined a
wide array of critical teacher and student performance vari-
ables.

A limitation of implementation fidelity checklists is that
the more elusive aspects of superior implementation (e.g.,
quality of examples used, type of feedback provided), which
often are at the heart of complex interventions, may not be
captured by a checklist or rating form. A deeper level of un-
derstanding implementation issues is more likely to occur
when more qualitative observation procedures are used, com-
bined with interviews with participating teachers to gain their
perspectives.

One reason for the decline in studies of implementation
was a convergence of findings (e.g., Cooley & Leinhardt, 1980)
indicating that generic features of effective instruction tran-
scended any given intervention. Initially, this was an unan-
ticipated finding, based on studies that attempted to link the
degree of implementation with student outcomes. As re-

searchers began to probe in increasing depth the precise fea-
tures of direct instruction (Gersten, Carnine, & Williams,
1982), individualized instruction (Leinhardt, 1977), and other
interventions geared toward low-achieving students (Stall-
ings, 1975), they found that common features among these
models-such as the amount of academic engaged time, the
continuous monitoring of student progress, and the quality of
feedback provided to students when they encountered diffi-
culties-were as important as the nominal label of the inter-
vention.

Graham and Harris (1994) argued for a renewal of re-
search involving studies of implementation in special educa-
tion. They urged researchers to &dquo;assess ... the processes of
change as related to both intentions and outcomes ... deter-
mining the relative contributions of instructional components
and the variables responsible for change&dquo; (p. 151).

In the past decade, qualitative studies of implementation,
often using discourse analysis, have begun to appear in the
literature (e.g., Ball, 1990; L. S. Fuchs, Fuchs, Bentz, Phillips,
& Hamlett, 1994; Gersten, 1996; Palincsar & Brown, 1984;
S. R. Williams & Baxter, 1996). These studies use analyses
of audiotapes or videotapes to capture the nuances of imple-
mentation. This use of selected verbatim transcripts has sub-
stantially increased our understanding of what really happens
when a class uses classwide peer tutoring, content-area shel-
tered instruction, reciprocal teaching, or instruction based on
guidelines from the National Council of Teachers of Mathe-
matics.

Another essential aspect of implementation fidelity is
the time frame for conducting implementation checks. When
reporting implementation, it is helpful to specify the periods
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when implementation checks were conducted. At minimum,
implementation checks should occur at the beginning of a
study, a few weeks later to verify corrections, and again mid-
way to late in the study. Assessing implementation fidelity al-
lows the research team to check for slippage (i.e., unplanned
deviations from the intended instructional approach) later in
implementation.

Contemporary investigations of implementation have
also begun to assess teachers’ understandings of the underly-
ing thinking behind an intervention. These investigations have
allowed for a deeper level of understanding of how teachers
adapt interventions and of the extent to which these adapta-
tions have integrity. In other words, the specific components
of an intervention may be modified by teachers to better fit
into their classrooms. These modifications may result in learn-

ing outcomes that are equally effective, less effective, or
more effective than the original intervention. Our methods
of assessing implementation should attempt to evaluate the
effectiveness of these teachers’ modifications and changes.
Interviews with teachers-especially ones that focus on ra-
tionales for specific options-can greatly enhance our un-
derstanding of the feasibility of the intervention. They also
may clarify what we mean by implementation with integrity
(Graham & Harris, 1994).

In summary, assessment of implementation is complex
and frequently neglected by researchers. Assessing an imple-
mentation is often difficult and expensive to do properly. Also,
the special education field has devoted insufficient attention
to the topic in evaluating the quality of research designs.

The Nature of the Comparison Group
The following comment about comparison groups illustrates
one clear way in which the quality of intervention research
can be improved:

Interventions are best evaluated relative to credible

comparison conditions.... One way to improve the
design of credible alternative conditions is com-

munication (and potentially even collaboration)
with scientists who are well informed about the

alternative interventions. To the extent that inter-

vention researchers perceive studies to be horse

races-that are either won or lost relative to other

interventions-constructive communication and

collaboration with workers representing alternative
interventions is unlikely. (Pressley & Harris, 1994,
p. 197)

One of the least glamorous and most neglected aspects
of research is describing and assessing the nature of instruc-
tion in the comparison group. Yet, to understand what an ob-
tained effect means, one must understand what happened in

the comparison classrooms. This is why members of the re-
search team also should assess implementation in comparison
classrooms. At a minimum, researchers should examine com-

parison classrooms to determine what instructional events are
occurring and what professional development and support is
provided to teachers. Factors to assess include possible access
to the curriculum/content associated with the experimental
group’s intervention, time allocated for instruction, and type of
grouping used during instruction (Elbaum, Vaughn, Hughes,
& Moody, 1999).

Based on prior findings and on the knowledge base, some
other questions that should be explored include (a) Did the
two conditions differ markedly in the amount of feedback avail-
able to the learners? (b) How many demonstrations and prac-
tice opportunities were provided to each group? and (c) Were
the learners in both groups equally likely to receive personal
encouragement for persisting in solving problems?

Perhaps the most serious threats to interpretation are re-
lated to what Swanson and Hoskyn (1998) labeled one of the
major problems in special education research-confounding
teachers with an intervention approach (i.e., classroom by treat-
ment confounds). Scruggs and Mastropieri (1994) also noted
the seriousness of this problem: &dquo;Assessment of relative treat-
ment efficacy is extremely difficult from a design that es-
sentially confounds treatments with classrooms&dquo; (p. 133). In
addition to issues of overall teaching quality and differences
between experimental and comparison group teachers, Scruggs
and Mastropieri suggested that teacher enthusiasm is also a
confound. They explained that teacher enthusiasm in the ex-
perimental group has been associated with strong impacts on
academic and social learning, even when the same curriculum
and instruction were employed in the comparison group. If
one teacher instructs the experimental group and another
teacher instructs the comparison group, differences in student
performance could be attributed in part to different levels of
teacher enthusiasm rather than to the independent variable
being studied.

We must ensure that the quality of teaching is similar
across comparison conditions. One means of accomplishing
this goal is to counterbalance teachers across both treat-
ment and comparison conditions (Dimino, Gersten, Carnine,
& Blake, 1990; Echevarria, 1995). Moreover, it is critical that
the research team avoids relying on a single teacher to deliver
the experimental approach. Researchers should develop pro-
cedures to ensure that teaching quality is basically equivalent
across conditions. Swanson and Hoskyn (1998) found that
using a single teacher to implement an instructional approach
invariably inflated effect sizes. They concluded that these
studies may well confound teacher quality with instructional
approach. It is also valuable to assess teacher effects on a post
hoc basis, using typical analysis of variance procedures (Di-
mino et al., 1990). Figure 1 provides a summary of critical is-
sues to consider in trying to better define and operationalize
the instructional approach.
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FIGURE 1. Major recommendations for defining and
operationalizing the instructional approach.

Designs for In-Depth Understanding
of Teaching and Learning

Probing the Nature of Instruction

In the past 5 years, an increasing number of instructional re-
searchers have suggested that alternatives to traditional ex-
perimental or quasi-experimental designs be used in research
on teaching and learning. The central problem with experi-
mental designs is that efforts to control, manipulate, and un-
derstand a narrow and precisely defined independent variable
rarely result in a deep understanding of the realities of class-
room implementation. These designs also do not reveal how
the independent variable, interacting with other aspects of
the instruction, contributes to the learning of complex con-
tent. One partial solution is to conduct flexible studies that
allow for a deeper understanding of what an independent var-
iable might actually look like, given the realities of class-
rooms, in advance of conducting formal experimental and
quasi-experimental studies. This can be the cornerstone of
programmatic research.

Design ExpetimentsIFormative
Experiments
Calls for the increased use of such alternative designs have
originated from a range of disciplines (e.g., technology, sci-
ence education, cognitive science, reading comprehension),
and the nature of these proposed alternatives is remarkably
similar. These studies are increasingly visible in the literature
and go by a variety of names: design experiments (Brown,
1992), formative experiments (Newman, 1990; Reinking &

Pickle, 1993), or developmental studies (Gersten, 1996; Ger-
sten & Baker, 1997). We do not envision such design exper-
iments as supplanting experimental research. Rather, design
experiments may be a useful tool for conducting research on
newer, less well-defined topics such as technology applica-
tions, integration of technology with instruction, and studies

of teacher change. Newman (1990) provided a helpful con-
ceptualization of what a design experiment is and how it un-
folds : ~ :.. : .

[The] plan for implementation ... conceived at the
beginning is seen as [a] first draft, subject to mod-
ification during the experiment. Through system-
atic investigation, the researcher(s) observe and
document factors that inhibit or enhance imple-
mentation of the intervention and achievement of
the pedagogical goal. (p. 264)

In other words, Newman (1990) suggested that, in design
experiments, researchers begin with specifying the desired
goal. Then, based on student performance data and responses
from teachers who are implementing the intervention, the inter-
vention should be continually adjusted to reach the goal. This
modification process is necessary because, with less-tested
instructional methods, it is not possible to select the appro-
priate length of intervention or the most valid, relevant de-
pendent measures until one is actually immersed in a classroom.

It is important to note that advocates of design experi-
ments (Beck, McKeown, Sandora, Kucan, & Worthy, 1996;
Brown, 1992; Reinking & Pickle, 1993; Richardson & An-

ders, 1998) have not argued for total abandonment of tradi-
tional quantitative measures of student learning. Rather, they
have argued for a mix of qualitative and quantitative methods
in the context of a design experiment.

Although these designs are still in the early stages of de-
velopment, we believe they hold promise for those involved
in instructional research. The limitations of conventional de-

signs for conducting research on classroom teaching and learn-
ing raise significant issues for the entire educational research
community.

This point was made in a self-deprecating fashion by
Reinking and Pickle (1993). Their description captured the
frustrating experience of many who conduct applied instruc-
tional research in classrooms. In their study of computer use
and literacy, they described the unanticipated changes and
compromises they needed to make for successful implemen-
tation :

As the school year progressed, we found ourselves
in a seemingly endless cycle of compromises that
threatened the control required in a true experiment
.... Each compromise seemed like a defeat in a
war we were quickly losing .... Our need to main-
tain control of extraneous variation was a barrier to

finding and understanding the most relevant as-
pects of implementing the intervention and the ef-
fects it might have on the educational environment.
(pp.266-267) .

The problem of maintaining control over extraneous
variables has been exacerbated as the length of interventions
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has extended from days to months and as there has been a shift
away from easy-to-measure skills, such as math computation,
to more complex problem-solving skills characteristic of real-
world classrooms.

As researchers have attempted to study changes in teach-
ing, the drawbacks of traditional designs have become appar-
ent. Richardson and Anders (1998) explained that studies of
implementation &dquo;almost invariably take unexpected twists
and turns&dquo; (p. 25) as researchers examine teachers’ adapta-
tions of instructional practices developed by researchers.
They noted how formal quasi-experimental designs, or stud-
ies where the variables have been too precisely defined in
advance, can inhibit understanding of the process being in-
vestigated. Based on our own experience and reading of re-
search on the change process, we believe this is a valid point.

Richardson and Anders (1998) urged that, while study-
ing a complex issue such as teacher change, researchers should
concurrently collect both objective data and more subjective
data and be &dquo;open to surprises and new understandings in
learning about the process and its results&dquo; (p. 94). Ideally, re-
search questions, emerging research issues, and results should
be investigated &dquo;in a way that allows the reader to continue

thinking about the process, data, and consequences&dquo; (p. 94).
Brown’s (1992) extensive use of instructional interviews

to assess students’ understandings of scientific content dem-
onstrated the advantages of flexibility in investigating aspects
of student learning that occur in new areas of inquiry. She
began by asking a child a series of basic questions dealing
with factual or declarative knowledge of key scientific con-
cepts, such as the food chain or photosynthesis. If the student
was unable to answer, Brown provided examples or prompts.
If the student appeared to know the concepts, depth of under-
standing was probed with a series of examples and counter-
examples.

Brown (1992) argued that only this in-depth probing
through a range of examples enabled her research team to un-
derstand what students really learn about scientific concepts,
and which concepts require additional discussion. In Brown’s
words, these dynamic assessments &dquo;allow us to track not only
retention of knowledge, but also how fragile [or] robust it is
and how flexibly it can be applied&dquo; (p. 159). This information
is used to refine aspects of the independent variable by con-
ducting a formal experiment and to sharpen the sensitivity of
dependent variables to assess what is really being learned.

In a similar way, Pressley and El-Dinary (1997) de-
scribed how their open-ended design experiments of compre-
hension strategy instruction permitted them &dquo;to construct a far
more complete model of comprehension strategies instruc-
tion....The insights ... gained from [the design experiments]
permitted the design of a quantitative, comparative study of
teacher-implemented comprehension strategies instruction

that, we believe, was more realistic than previous studies of
the effects of comprehension strategies instruction&dquo; (Brown,
Pressley, Van Meter, & Schuder, 1996, as cited in Pressley &

El-Dinary, 1997, p. 488). Interventions based on design experi-

ments tend to be more dynamic and responsive to the com-
plexities of classroom environments than those developed in
isolation at a university or research institute.

We believe that design experiments can and should be a
critical tool in refining innovative instructional practices in
real classroom environments and formally documenting their
effects. Design experiments are particularly useful in gaining
an in-depth understanding of the relationship between specific
aspects of instruction and learning on a variety of performance
measures and the nature of effective adaptations for students
with disabilities.

Selecting, Describing, and Assigning
Students to Conditions

Identifying and describing the group being studied is central
to designing and implementing quality group design. Al-
though research textbooks often describe this process as rel-
atively straightforward, it is actually quite complex for many
reasons that are explored in this section.

Researchers conducting studies with special populations
are faced with the extraordinary challenge of identifying pop-
ulations that are sufficiently homogeneous to constitute a group
and yet large enough to provide adequate power for group
comparisons. Too often, intervention studies with special pop-
ulations yield nonsignificant results because there are too few
participants in each group. As a general rule, more is better.
When there is an adequate body of prior research on the mea-
sures and sample to be used in a study, power analyses should
always be conducted to help make decisions concerning the
minimal sample size necessary and the number of compari-
son conditions that are truly viable. When researchers approach
new areas where no such data exist, the old aphorism &dquo;20 is
plenty&dquo; (i.e., 20 students per condition is adequate) remains rea-
sonable advice. Rarely will sample sizes of 12 to 15 be ade-
quate unless the anticipated effects are extraordinarily strong.

Studies that contrast slight variations on instructional in-
terventions are increasingly being conducted (e.g., Bottge &

Hasselbring, 1993; L. S. Fuchs, Fuchs, Kazdan, fallen, 1999;
Graham, MacArthur, & Schwartz, 1995; O’Connor & Jen-

kins, 1995) as opposed to studies in which experimental treat-
ments are compared to no-treatment controls. Too frequently,
researchers forget that minimally different treatments require
larger sample sizes to uncover effective interventions.

An alternative to increasing power is to increase the ho-
mogeneity of the groups involved in the study. There are ob-
vious trade-offs with this technique, the foremost limitation
being a significant decline in the generalizability of findings.

More Thorough Sample Descriptions
The importance of adequately describing samples increases
with the growing emphasis on synthesizing research findings.
Swanson and Hoskyn (1998) noted, for example, how read-
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ing studies involving students with learning disabilities

showed larger effects with a sample of students at or below
the 16th percentile. McKinney, Osborne, and Schulte (1993)
found that attention deficits had a major impact on how well
students responded to instructional intervention.

The Research Committee of the Council for Learning
Disabilities (Rosenberg et al., 1994) noted that available de-
scriptions of individuals with disabilities in research reports
are vague and inconsistent. Inadequate descriptions of partici-
pants make it difficult at best, and sometimes impossible, to
evaluate research findings or to replicate studies. These prob-
lems are particularly acute for studies involving students
with learning disabilities (LD) because of the complexity and
variability of definitions used to determine their eligibility for
special education. The committee recommended that the
following variables be used for describing students with dis-
abilities : (a) gender, (b) age, (c) race or ethnicity, (d) level
of English language development, (e) socioeconomic status,
(f) achievement levels on standardized tests, and (g) intellec-
tual status of the participants. In research with small sample
sizes (fewer than 10 participants), a more thorough descrip-
tion is warranted (see Klingner & Vaughn, 1996, as a model).

Correlations between pretest and posttest measures
should be routinely calculated for experimental and compar-
ison groups. These correlations help researchers begin to un-
derstand which student characteristics are most likely to predict
success or failure with a given approach. For populations as
diverse as those typically involved in special education re-
search, these secondary analyses can be extremely important.
This is especially true for disability categories, such as learn-
ing disabilities, where comorbidity is common. McKinney et
al. (1993) found, for example, that academic outcomes were
quite different for students with LD depending on the pres-
ence or absence of attention problems, even if students began
the study with equivalent pretest scores.

Information on subtypes of disabilities and on differen-
tial impacts of instructional interventions can be very valu-
able. However, currently there is a major controversy in the
field of reading disabilities as to the merits of focusing on
school-identified LD samples. Lyon and Moats (1997),
among others, argued that research with school-identified
samples of students with LD is not valid and that researchers
should always address the full range of student abilities and
disabilities or operationally define the reading disabilities
sample without reference to labels given by schools. On the
other hand, researchers such as Fuchs and Fuchs have con-
ducted numerous studies using school-identified samples of
students with LD and demonstrated the impacts of various in-
terventions on the students with learning disabilities, other
low-achieving students, and average students (e.g., D. Fuchs
et al., 1997). An advantage of using school-identified samples
is that findings generalize to students with LD who are found
in schools, making findings more useful and directly relevant
for improving current practices. A recent meta-analysis doc-
umented that, across researchers and research studies, school-

identified samples of students with LD invariably score sig-
nificantly lower than samples without students with LD on all
measures of achievement (D. Fuchs, Fuchs, Mathes, &

Lipsey, in press).
Some researchers have used both types of procedures for

sample selection depending on the question being asked. We
conclude that both methods of sample selection-those em-
ployed by Fuchs and colleagues and those employed by re-
searchers such as Foorman, Francis, Fletcher, Schatschneider,
and Mehta (1998)-are valuable means for systematically im-
proving the knowledge base on effective teaching strategies
for students with learning difficulties.

Random Assignment Versus Random
Selection: A Source of Con fusion
Randomly assigning students to experimental and compari-
son groups is perhaps the signature characteristic of true
experiments in intervention research. Occasionally, random
selection is confused with random assignment, with prob-
lematic results. For survey research or demographic studies,
random selection is critical. By using random selection, a re-
search team can generalize their results to the population from
which they drew their sample, thus addressing a particular
study’s external validity.

Although random assignment of students to treatment
and comparison conditions is critical in intervention research,
random selection is not. Randomly assigning students to ex-
perimental and comparison conditions provides greater cer-
tainty that differences between groups on outcome measures
are the result of the treatment. This is primarily a matter of
internal validity.

One way to achieve comparable groups-and high pre-
cision in a study-is to match pairs of students on a variable
salient to outcomes in the study (e.g., reading fluency in a
reading comprehension study) and then randomly assign one
member of each pair to each condition (Cook & Campbell,
1979). Note that this procedure is quite different from find-
ing a match for an experimental student after students in the
experimental condition have been determined. Matching stu-
dents on an important variable and then randomly assigning
them to treatment and comparison conditions leads to a well-
controlled true experiment. Finding a match for a student in
the experimental group from a neighboring classroom or
school leads to a quasi-experiment, with numerous potential
problems outlined in detail by Campbell and Stanley (1963).
(Note that data analysis must take into account the fact that
these are dependent samples.)

Another viable approach is to stratify students on a
salient variable, such as reading or writing ability as measured
on standardized or performance measures, and randomly as-
sign within each stratum (e.g., students with low scores, av-
erage scores, high scores). Both methods (as well as simple
random assignments) are legitimate random assignment ap-
proaches, each with its own strengths and weaknesses.
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When random assignment is not possible, quasi-
experimental designs may be the only suitable alternative. How-
ever, the validity of inferences drawn from quasi-experiments
will always be subject to question (Cook & Campbell, 1979).

Controversies Surrounding
Quasi-Experimental Designs

Since the publication of Campbell and Stanley’s (1963) classic
monograph urging researchers to move into real-world settings,
even if it means abandoning the random assignment of par-
ticipants to treatment conditions, researchers have frequently
used the quasi-experimental designs described by Campbell
and Stanley. In true experiments, participants are randomly
assigned to one of the intervention or treatment conditions. In
quasi-experiments, researchers often use students from intact
classes or schools as the intervention or treatment sample and
try to find a relatively comparable group of students from
other classes or schools to serve as the comparison sample.

In the most frequently used type of quasi-experiment, to
explain or account for potential differences between the treat-
ment and comparison groups, researchers typically assess stu-
dents on a battery of pretest measures to ensure equivalence.
If differences exist, analysis of covariance can be used to ad-
just statistically for these initial differences. Increasingly, in
studies involving three or more data points, techniques such
as growth curve analysis are used for the interpretation of in-
dividual pretest differences between students (Dunst & Tri-

vette, 1994).
However, the use of quasi-experimental designs remains

controversial, as a recent article by Greeno and the Middle
School Mathematics Through Applications Projects Group
(1998) noted, and as Campbell himself realized (Campbell &

Erlebacher, 1970). Problems with quasi-experimental designs
are particularly severe when pretest differences between treat-
ment and comparison groups exceed one-half standard devi-
ation (0.5 SD) on relevant criterion measures. In these cases,
it is likely that students in the two groups come from differ-
ent populations, which even under the best of circumstances
is extremely problematic. It is also true that one can never use
covariance on every possible variable on which the experi-
mental and comparison groups may differ. It is always possi-
ble that an unknown variable differentiating the groups-and
not the intervention-is actually responsible for the posttest
results. For this reason, quasi-experiments can never really
supplant true experiments. Our concern is that the increased
use of quasi-experiments without adequate attention to im-
portant research design considerations has resulted in many
studies so weak or compromised (e.g., due to clear bias in se-
lecting students for the intervention group or to large initial
differences at pretest) that it is unclear whether the data sup-
ported the researcher’s assertions.

Researchers who conduct meta-analyses frequently ex-
clude quasi-experiments unless their data reveal that no more

than 0.25 SD separated experimental and comparison groups
on salient pretest variables (National Center to Improve the
Tools of Educators, 1998) and their researchers provided ev-
idence that quality of teaching was not a confound. Even if a
quasi-experiment meets these criteria, a quasi-experiment will
never be an ideal substitute for a true experiment, regardless
of how well it is designed and conducted and certainly no mat-
ter what the results are.

Because of the limitations of quasi-experiments, some
researchers feel we need to encourage the increased use of true

experiments-where participants are randomly assigned to
conditions-and rely much less on quasi-experiments. Cases
of intervention studies with random assignment of students to
treatment groups and high ecological validity are present in
the special education literature.

However, some members of the OSEP work group felt

that, given the constraints of working in schools and clinics,
true experiments were impossible to conduct on a large scale.
Still others argued that researchers often failed to put suffi-
cient energy into negotiating for random assignment. The work
group concluded that, because quasi-experiments are a way
of life for many researchers, standards for conducting quasi-
experiments should be more seriously maintained and the
results of well-conducted quasi-experiments considered as se-
rious research.

The group concurred that the first essential standard for

quasi-experiments should be adequate pretesting of partici-
pants. Invariably, several pretest measures are required to
demonstrate comparability between groups. Moreover, these
measures must have documented reliability and validity.
Quasi-experiments with no pretest data should not be consid-
ered acceptable for publication in journals or for widespread
dissemination unless strong disclaimers are provided. Also,
studies in which there is more than a 0.5 SD difference in

pretest scores on important variables should be carefully scru-
tinized before they are published in journals or used as evi-
dence to support the effectiveness of a particular intervention
or instructional approach.

Another issue that emerged in the discussions was the
fragility of analysis of covariance as a means of correcting for
initial pretest differences between experimental and compar-
ison samples. Use of analysis of covariance should be limited
to cases where initial differences are quite small-that is, no
more than one-half SD. Furthermore, the standard assump-
tions mentioned in every textbook must be met.

Growth curve analysis can be used in quasi-experiments
if more than two testing occasions are included in the design
(see Lyon and Moats, 1997, for an introduction to this topic
and its relevance for special education research; for a more
detailed treatment of the topic, see e.g., Bryk & Raudenbush,
1992). With growth curve analysis, the likelihood of erro-
neous inferences is somewhat reduced. The reason for this is

that, with growth curve analysis, it becomes clear when stu-
dents are from different populations (or from populations that
react differentially to the intervention). With analysis of co-
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variance, the assumption is made that all students are from the
same population. Unless this assumption is true, attempts at
statistical control for initial differences are ineffective or in-

valid (Campbell & Erlebacher, 1970).
Increasingly, researchers are using both the student and

the class as a unit of analysis. This multilevel approach to data
analysis is optimal whenever sample size is large (i.e., at least
100 students per condition).

For all quasi-experiments, the authors should explain how
they attempted to control for extraneous variables (such as
confounding the intervention with teacher effectiveness), in-
clude a rationale for why their particular quasi-experimental
design was employed, and provide some type of disclaimer.
If the authors are candid about the design limitations, indicate
that the results are largely exploratory, and link the findings
to prior research, quasi-experiments can contribute to the ac-
cumulated knowledge on a topic. For quasi-experiments, the
responsibility is on the researchers to demonstrate that the ef-
fects are due to the intervention rather than to other, extrane-
. , ; factors. This burden of proof is much heavier than in

lies with random assignment. A summary of the main
ints in this section is provided in Figure 2.

Selection of Dependent Measures

Far too often, the weakest part of an intervention study is the
quality of the measures used to evaluate the impact of the in-
tervention. Thus, a good deal of the researcher’s effort should
be devoted to selection and development of dependent mea-
sures. In essence, the conclusion of a study depends not only
on the quality of the intervention and the nature of the com-
parison groups, but also on the quality of the measures se-
lected or developed to evaluate intervention effects.

Intervention researchers often spend more time on as-
pects of the intervention related to instructional procedures
than on dependent measures. Although it is understandable
that many educators would rather teach than test, and few

students enjoy being tested, creating tests of unknown valid-
ity invariably weakens the power of a study (i.e., reduces the
chances of documenting the intervention’s effectiveness) and
limits the potential for synthesis because of a lack of common
measures.

The importance of selecting, developing, and refining de-
pendent measures to address the full array of research ques-
tions in a study is critical in high-quality research. It is usually
valuable to use multiple measures in a study, given that any
measure is necessarily incomplete and imperfect and no one
measure can represent all, or even most, of the important phe-
nomena that an intervention might affect. Any one measure can
assess only a facet of the construct of interest, and, therefore,
that measure is necessarily narrow or restricted. However, it
is also important, when using multiple dependent measures,
to ensure that appropriate statistical analyses are used to avoid
inflating the possibility of finding significant effects.

FIGURE 2. Recommendations for probing the nature
of the independent variable.

Note that in many intervention studies researchers may
assess more than one construct. For example, in a study ex-
amining the effects of socially mediated instruction on read-
ing outcomes, a team may want to assess differences in terms
of reading outcomes as well as social relations. For each con-
struct, more than one measure will be needed for valid as-
sessment. With reading comprehension, for example, it may
be important to ascertain whether the experimental condition
affects both literal and inferential comprehension. For social
relations, it may be important to ascertain whether the effects
are specific to general social standing or to close personal
friendships.

Also, students may respond in a variety of ways as they
are assessed in a particular area. For example, a test of reading
comprehension may require students to (a) read a sentence,
paragraph, or story silently or orally and write or say answers
to multiple choice, short answer, or essay questions; (b) orally
or silently read sentences or passages that contain blanks and
restore those blanks with semantically correct words either
orally or in writing; or (c) read paragraphs or stories and write
or tell summaries of the content read. Although each type of
measure taps some dimension of reading comprehension, it
should be clear that the testing requirements differ dramati-
cally, and student performance-and consequently assessed
treatment effects-may vary accordingly.

Guidelines for Selecting Measures
Most of the constructs used in educational research-

mathematical problem solving, expressive writing ability, pho-
nemic awareness, self-esteem-are at best loosely defined.
For this reason, multiple measures are always a necessity, as
is a clear rationale of how a particular construct is being used
within a study. It is not surprising that there is an art to se-
lecting and developing measures.
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Advantages of Using Multiple Measures
One of the foremost challenges to a research team is the se-
lection of measures that are well aligned with the substance
of the intervention and that will be sensitive to (i.e., register)
treatment effects. The second and often competing challenge
to researchers is the selection or development of measures that
are sufficiently broad and robust to avoid criticism for &dquo;teach-
ing to the test&dquo; through the specific intervention and to demon-
strate that generalizable skills have been successfully taught.
An intervention may have adverse effects, or additional ben-
efits, that a researcher should attempt to identify by using
measures that are sensitive to other potential effects. For
example, exposure to well-designed instruction in solving
fraction problems may lead to an enhanced conceptual un-
derstanding of fractions. Similarly, a well-implemented con-
ceptual approach for teaching students with disabilities about
fractions may, as an additional effect, lead to enhanced abil-
ity in computation and word problem solving. Only by using
a broad array of measures can we begin to understand these
influences empirically. Finally, the benefits of an intervention
are clearer if its effects converge across multiple sources.

Overreliance on Closely Aligned Measures
By and large, intervention effects are stronger the more

closely aligned measures are to the specific objectives of the
intervention. There are several good reasons for including
measures closely aligned to the effects of the intervention. One
reason is that it makes sense to measure the extent to which
students learn precisely what they are taught. For example,
can students who are taught to use story grammar questions
actually answer story grammar questions? Can students who
recently completed a unit on addition and subtraction of frac-
tions actually add and subtract fractions? Can students who
participated in a program to increase their reading fluency ac-
tually read more fluently?

Although one component of a measurement battery may
be biased in favor of the experimental intervention, the data
on that measure still provide critical information. Being clear
about this bias also is important, of course. It should become
increasingly standard practice to provide the data and to in-
clude appropriate caveats.

For example, L. S. Fuchs and Fuchs (1994) described
data from one of their studies involving teacher use of story
grammar questions. They noted that the use of story grammar
questions did not have an effect on students’ oral reading flu-
ency. But for measures that were more closely related to the
intervention, such as the Stanford Achievement Test, which

requires students to read passages and respond to multiple
choice questions, the effect size was a moderate .37 favoring
those students whose teachers incorporated more story gram-
mar comprehension questions into instruction. For the retell
task-the measure most closely aligned to the intervention-
the effect size was strongest, .67.

Other researchers have stressed the importance of se-
lecting an array of measures that are not heavily biased to-
ward the intervention. Usually, these are measures that the
researchers have not developed themselves. Swanson and
Hoskyn (1998) noted that treatment effects were stronger on
experimenter-developed measures than on standardized mea-
sures of the same construct. For example, if researchers are
investigating story grammar, their assessment is quite likely
to include several measures of story grammar knowledge and
use. Other broad measures of comprehension also should be
used, and the effect that the intervention has on these mea-
sures almost invariably will be less pronounced than on the
more closely aligned story grammar questions. In the view of
many researchers, the ultimate goal is to build broad compe-
tencies in students, and, too often, limited experimenter-
developed measures tap very small aspects of these abilities.
In other words, when studies show clear effects on broad-

spectrum tests (e.g., a well-standardized achievement mea-
sure) without having explicitly taught the content of the test,
we should place substantial weight on the importance of the
findings.

The important guideline is to use a combination of broad
measures and measures closely aligned to the intervention.
When researchers exclusively use off-the-shelf, commonly
available measures, such as published standardized achieve-
ment tests or well-known self-concept measures such as the
Harter scales (Harter, 1985), the data may be insensitive to
the effects of the intervention. Conversely, when researchers
rely only on researcher-developed measures, it is unclear to
what extent the outcomes are generalizable to critical con-
structs of interest. Also, experimenter-developed measures fre-
quently do not meet acceptable standards of reliability and
validity.

It would benefit the field to make clear the distinctions
between experimenter-developed measures and those measures
that are familiar to readers, such as published norm-referenced
tests or commonly used measures of social behavior. Such dis-
tinctions should be made both empirically and conceptually.
By including well-known assessments to supplement those
developed by the researcher, the potential for bias is reduced.
Presenting intercorrelations between measures gives readers
a sense of the extent of overlap and concurrent validity of the
measures. Researchers should include discussions of con-
struct validity, using their own data and data from other rele-
vant research.

The fate of any study is in large part due to the quality
of the measures developed and selected. We strongly recom-
mend that pilot research be used to refine measures and that
piloting procedures and psychometric characteristics be re-
ported for all measures used. There is a tendency to use the
best passages (in reading research) and the best problems (in
math or science research) for the teaching and save the weaker
ones for testing. After all, we want the intervention to be the
best possible, and we want to use the best materials available
to obtain the desired effects. Yet this pattern is unwise for
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group research. In essence, the findings in any intervention
study depend on the quality of the individual items selected
for assessment. Consequently, using weaker items (passages
or problems), or items of unknown quality, for assessing out-
comes while saving the better ones for instruction is ill ad-

vised.

Although conventional psychometric indices have their
limitations, we believe they often are underutilized in special
education research. In particular, the estimation of internal
consistency reliability (often referred to by technical names
such as coefficient alpha or Cronbach’s alpha) is a critical as-
pect of a research study. This procedure is often neglected,
however, even in published research articles. This omission
is difficult to understand, because coefficient alpha is easy to
compute with common statistical packages and the informa-
tion is very important. Internal consistency reliability pro-
grams help us understand how well a cluster of items on a test
fit together-how well performance on one item predicts per-
formance on another. These analyses help researchers locate
items that don’t fit well-that is, items with a weak item-to-
total correlation. Revising these items, or dropping them, can
improve statistical power and, ultimately, the quality of the
study.

Research teams also may want to test new or labor-

intensive measures, such as think-alouds and retellings, on a
small random subsample of students in the study. This is an
effective way to experiment with innovative and potentially
powerful assessment methods. The findings, although explor-
atory in nature, can contribute possible interesting insights in
the studies and help inform future research. In Figure 3, we
present a summary of issues to consider in the development
and use of dependent measures for group research.

The Importance of Replications
In 1978, Gage responded to the growing numbers of
researchers and journalists who suggested that no useful, gen-
eralizable knowledge had come, or would emerge, from edu-
cational research that could improve teaching or learning.
Gage predicted that data would emerge over time to support
empirical studies of teaching and learning using quantitative
methods. By 1997, Gage’s prediction had &dquo;been resoundingly
upheld by the hundreds of meta-analyses that have been re-
ported in the intervening years&dquo; (Gage, 1997, p. 19). Gage’s
(1997) point was that &dquo;many generalizations in education do
hold up across many replications with high consistency [ital-
ics added]... despite the fact that replications inevitably dif-
fer in the persons studied, in the measurement methods used,
in the social contexts involved, and in other ways&dquo; (p. 19).

Research in special education has contributed substan-
tially to the knowledge base on effective educational practices.
Numerous meta-analyses (Elbaum et al., 1999; Scruggs & Mas-

tropieri, 1994; Swanson & Hoskyn, 1998) have been conducted
and have provided confirmations of findings from seminal

I I

FIGURE 3. Recommendations regarding the use of
dependent measures.

studies. Replications have converged to form a consistent
knowledge base that generalizes across student, teacher, and
environmental variables (see Fomess, Kavale, Blum, & Lloyd,
1997). Several aspects of replication studies seem especially
important in special education, and two in particular seem
worth discussing here.

Independent Replications
First, replication by researchers not invested in developing the
independent variable should be a standard practice of special
education research. Walberg and Greenberg (1998) pointed
out that a major failure in contemporary educational research
is the small number of independent replications. In special
education, there is a small but growing tradition of indepen-
dent replication studies. Hasselbring, Sherwood, and Brans-
ford (1986), for example, investigated the effectiveness of
video disc programs they had no role in developing. Similarly,
Klingner and Vaughn (1996) investigated the effects of re-
ciprocal teaching, and Simmons, Fuchs, Fuchs, Hodge, and
Mathes (1994) studied the conditions under which the effects
of peer tutoring were enhanced. Walberg and Greenberg (1998)
discussed the importance of independent replication with
extremely popular programs, such as Success for All. They
pointed out that evaluations of Success for All carried out by
the developers of the program resulted in numerical effects on
achievement that were among the largest reported in the lit-
erature. Independent evaluations tended to result in much
more modest effects.

Replications Employing Components
Analysis
A second standard replication practice in special education
should be conducting studies to determine which components
of a complex instructional approach are critical for achieving
an impact on learning or social competence. In a study using
a contrasted groups design, Gersten et al. (1982) observed in-
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structional interactions of 11 teachers implementing an ap-
proach to teaching beginning reading to at-risk students. The
two variables that tended to most clearly distinguish the best
teachers from the poorest teachers were (a) responding to stu-
dent errors and problems immediately, and (b) maintaining
a success rate of at least 85% with all students, even those

placed in the lowest reading group. These findings were rep-
licated with a larger sample of teachers the following year
(Gersten et al., 1986). Stallings (1980), Leinhardt, Zigmond,
and Cooley (1981), and Brophy and Good (1986) also docu-
mented the importance of these two instructional variables-
providing immediate feedback when students make oral reading
errors and having students read with high levels of success.
Unlike replication studies where impartial independent in-
vestigation is optimal, these components analysis studies
warrant investigation by researchers with an in-depth under-
standing of the intervention.

Next Steps
In the 5 years of meetings supported by the Office of Special
Education Programs and the Council for Exceptional Chil-
dren, two areas of broad consensus emerged for improving
the quality of research and our ability to synthesize research.
The first was that researchers should routinely report effect
sizes as well as probability values from statistical tests. An ex-
cellent resource for a conceptual treatment of quantitative re-
search syntheses and for procedures for the calculation of
effect sizes is Cooper and Hedges (1994).

Standard reporting formats should allow researchers to
read a given study and extract the necessary information for
classifying critical variables regarding the nature of the study
and the participants. The study should also provide the nec-
essary information to calculate effect sizes for each relevant

dependent measure. Conveying information for the calcula-
tion of effect sizes is usually done best in tables displaying
descriptive data, which normally include all relevant pretest
and posttest mean scores and their standard deviations. Al-

though the most frequent meta-analytic syntheses use effect
size calculations on posttest scores, it is also acceptable to cal-
culate posttest effect sizes after adjusting for pretest differ-
ences, especially when quasi-experimental designs are used.
For this reason, it is important to also report pretest measures
and standard deviations for experimental and comparison
groups.

A second area of agreement was the need for researchers
to use a set of common measures when researching a given
topic. These measures would be selected by a group of re-
searchers with expertise in that field. They would typically
include standardized measures but might also include inno-
vative measures that have been successfully used in research.

They need not be limited to paper and pencil tests and could
include, for example, direct observation techniques, measures
of oral reading fluency following standardized procedures,

theoretically compelling measures such as rapid automatized
naming (Denckla & Rudel, 1976), or performance measures
using state-of-the art scoring methodology.

This would not preclude the use of additional

experimenter-developed measures to study specific aspects of
an intervention. But routine use of a small set of core mea-

sures in areas such as oral reading, social competence, read-
ing comprehension, and task persistence would enhance the
process of research synthesis and integration of findings.

Our hope is to provide guidance for special education re-
searchers about how to conduct high-quality experimental stud-
ies using group-contrast methods. To that end, we consulted
with literally dozens of colleagues and identified several crit-
ical ways in which research teams can conduct high-quality
studies. We do not offer these recommendations as an ex-
haustive set of guidelines but, rather, as suggestions for those
who wish to use group-contrast designs and are predisposed
to pursuing methods that enhance the quality of findings.

Our recommendations center on familiar issues-

selecting research questions and conceptualizing their relation
to other studies, assigning participants to groups, choosing
and describing measures, describing participants and condi-
tions, and so forth. Obviously, researchers who are interested
can learn more about these issues by consulting standard text-
books on research design. However, we have presented these
concepts with particular reference to special education inter-
vention research and to how those issues present special chal-
lenges to those of us engaged in studying ways to provide
better services to students with disabilities, their teachers, and
their parents.
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